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ABSTRACT
Review for responsiveness is a recall-oriented document classifi-
cation task central to civil litigation. In large legal matters, it may 
involve the coding of millions of documents by teams of dozens to 
hundreds of contract attorneys. We describe a prototype document 
review system based on a large language model (LLM) for replac-
ing the first level of attorney review. Our system accepts the same 
guidance—a written review protocol—that would be provided to a 
human review team. We tested our prototype in the context of a 
live legal matter, evaluating both human review and our LLM-based 
system against a gold standard coded by expert senior attorneys. 
Our prototype achieved an estimated 96% recall and 60% preci-
sion without matter-specific tuning, and has numerous avenues for 
further improvement.

1 INTRODUCTION
The ubiquity of email, electronic document creation, and messaging 
software in personal, business, and criminal activities has led to 
a massive increase in digital evidence in legal matters. This has 
posed a challenge for electronic discovery (or, as it is commonly 
referred to in the law, eDiscovery): the process of identifying, col-
lecting, preserving, reviewing, and producing electronically stored 
information (ESI) to opposing parties in litigation, investigations, 
and other legal matters [10].

In a large litigation, a party may need to search vast quantities 
of ESI (up to 1M-100M+ items) for material that is responsive to 
requests for production from opposing parties, as well as needed 
by the party’s own attorneys. This is particularly true in countries, 
such as the United States, with extensive discovery obligations. 
While perfection is not required, and cost considerations are al-
lowed to play a role through the legal notion of proportionality [14],
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the expectation is that a large proportion of responsive items will
be produced to requesting parties. In other words, high recall is
paramount [2].

Traditionally, review by teams of attorneys has been used tomeet
eDiscovery obligations. As ESI volumes have grown, this has led to
high costs, difficulties in meeting legal deadlines, and management
and coordination challenges [49]. To address cost, throughput, and
timing challenges, the legal industry has been an avid adopter of
technology, in particular supervised machine learning (Section 3).

However, despite these technologies, manual review of hundreds
of thousands of documents or more is still common in large legal
matters. A key tool for fighting the inconsistencies that arise with
multiple reviewers [57] is a review protocol. This is a written set
of instructions that defines what does and does not comprise a
responsive document, and includes contextual background on the
legal matter. The protocol may range from a few to dozens of
pages, and its creation requires substantial effort by senior attorneys
working on the matter. The reviewing attorneys are expected to
read the review protocol carefully and label (“code”) documents
accordingly.

The role that a review protocol plays in human review is remi-
niscent of the role a prompt plays in generative AI [39]. This raises
an intriguing question: can we guide technological assessment of
documents for responsiveness not by labeling of training data for
supervised learning, but by using a review protocol of exactly the
sort that attorneys already routinely produce?

This paper presents the first study of the use of review protocol-
prompted LLMs (GPT-4 and GPT-4 Turbo) to conduct responsive-
ness review in a live legal matter. We begin by discussing the legal
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and technical background on large-scale reviews in litigation (Sec-
tions 2 and 3). We then present our approach for eliciting prompt-
based responsiveness decisions and explanations from an LLM
(Section 4). Section 5 presents our experimental design and effec-
tiveness estimation approach. Our results (Section 6) show that
our prototype achieves competitive effectiveness with a team of
human contract attorney reviewers. We conclude by discussing the
limitations of this work, future directions, and societal implications
of our results (Sections 7 and 8).

2 THE LEGAL CONTEXT
Review for responsiveness is a small but important part of the
legal system. Its larger context is important to understand our task
constraints. Our focus here is on the legal system in the United
States, but some of the same issues arise in other jurisdictions.

Deciding whether a document is responsive to a request for pro-
duction is just one aspect of the document review. Attorney review-
ers are also often called upon to flag key (particularly important)
documents, to assign subcategories ("issue tags") to responsive doc-
uments, to identify which documents are covered by any of several
legal privileges, and to flag occurrences of personally identifiable
information (PII), protected health information (PHI), and trade
secrets. As with responsiveness, reviewers are provided guidance
on these topics through the written review protocol.

Large scale litigations involve multiple phases of review. The
initial first level (1L) review of all documents that make it through
technological filters (Section 3) is typically carried out either by
junior law firm attorneys or professional contract document review
attorneys provided by a legal service provider. These attorneys
follow the review protocol produced by senior attorneys, may direct
questions to those senior attorneys, and operate under their legal
direction. This process may result in modifications to the review
protocol to clarify existing issues or address newly discovered ones.
The size and composition of the 1L review team may fluctuate
during the review, introducing additional management challenges.

Review of random or targeted samples of 1L review decisions for
quality control is typical. Beyond that, second level (2L) review of
some or all 1L coding decisions may be carried out by more senior
contract attorneys or law firm attorneys. Second level review tends
to be focused on documents that were found to be responsive and/or
privileged in 1L review, or are otherwise particularly sensitive. In
some cases, further quality control or even third level review may
be used. Documents that are found to be responsive and not subject
to a legal privilege are produced to other parties in the litigation.

Document review in turn is just one aspect of the fact discovery
process in litigation, which also includes, for instance, deposing
(formally interviewing) people with knowledge of the matter. These
processes inform each other, with reviewed documents perhaps
triggering identification of new deponents or custodians, and facts
uncovered in interviews leading to additional collection and review.
The result of the fact discovery process then informs negotiations
among parties and, if a case goes to trial, provides the evidence that
is evaluated by a court.

3 RELATEDWORK
Technology has a long history of adoption in eDiscovery. Boolean
keyword queries have been used since the 1980s [11] to pare down
collected ESI for review. Since the early 2000s, a much wider range
of technologies have been deployed and are now common in eDis-
covery software. These include exact duplicate detection, near-
duplicate detection, document clustering, term clustering and rela-
tionship finding, entity detection, and statistically ranked retrieval
combined with various forms of query reformulation (known as
“concept search” in eDiscovery) [45].

However, it is supervised machine learning for producing text
classifiers (known as technology-assisted review or TAR in eDiscov-
ery) which has led to the greatest change in eDiscovery workflows,
and which has received the greatest judicial scrutiny. The com-
bination of a trained text classifier and a coded random sample
allowing estimation of effectiveness makes it possible to review
only a small fraction of collected data while achieving review of a
high proportion of responsive material (high recall) with a specified
statistical level of confidence.

Supervised machine learning first came into use in eDiscovery
around 2005, with courts in the United States1, England2, Ireland3,
Australia4, and other jurisdictions explicitly encouraging its use
starting in 2012. Supervised learning is now a routine capability in
eDiscovery software, though the original hopes that it would lead
to major reductions in document review costs [49] have dimmed a
bit.

While there has been some academic research on document
retrieval [3, 63], clustering [27, 29, 45], and other technologies for
eDiscovery, the bulk of eDiscovery academic research (leaving
aside scholarship on purely legal questions) has been on supervised
learning and its evaluation. In recent years, a broader technology-
assisted review (TAR) research community has emerged [16, 17] that
encompasses uses of supervised learning to support review not only
in eDiscovery, but for systematic review in medicine [21, 30, 31]
and content moderation [65], among other areas.

A primary focus of research on supervised learning in eDiscov-
ery has been on reducing the need for expensive senior attorneys
to spend time on coding documents for use in training classifiers.
Training data reduction has been sought through active learning
[15], workflow design [64], training from larger amounts of lower
quality review decisions [52], and fine-tuning of pre-trained lan-
guage models [66].

Even with these techniques, however, substantial training sets
must be labeled to use supervised learning. Further, there are ways
in which supervised learning has always been an awkward fit to
the document review task. Every legal matter has its own definition
of responsiveness, which reduces opportunities to leverage public
training data or amortize the cost of labeling training examples
over multiple matters. Collection of documents typically goes on
in parallel with review, with collected documents arriving over a

1Da Silva Moore v. Publicis Groupe (Da Silva Moore 17), No. 11 Civ. 1279(ALC)(AJP),
2012 WL 607412. (S.D.N.Y. Feb. 24, 2012)
2Pyrrho Inv. Ltd. v. MWB Bus. Exch., Ltd., [2016] EWHC 256 (Ch) [1] (Eng.)
3Irish Bank Resolution Corp. v. Quinn [2015] IEHC 175 (H. Ct.) (Ir).
4McConnell Dowell Constructors (Aust) Pty Ltd v Santam Ltd & Ors (No.1) [2016]
VSC 734
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period of months or years. This makes the labeling of a training set
not a one-and-done task, but an ongoing and distracting chore.

From a legal standpoint, the fact that a training set typically
contains both positive and negative examples means that it contains
material which is not responsive, and thus for which the producing
party has no obligation to show a requesting party. This, combined
with traditional supervised learning systems’ inability to explain
their decisions, has created legal debate over what should or must
be revealed about training sets to other parties [34]. The risk of
expensive conflicts with opposing counsel over how supervised
learning is to be used, and what must be disclosed about it, has
limited the use of supervised learning in practice [60].

These challenges to the use of supervised learning have set the
stage for recent interest in applying LLMs to eDiscovery and the law
more broadly. The emergent capability of LLMs for in-context learn-
ing [36] and alignment with user intent through prompting [48] is
highly suggestive given the availability of written review protocols.
LLMs have been applied in a task-independent manner to a range
of zero-shot downstream tasks, including text classification [51, 53],
information extraction [20, 42], and summarization [67]. This ca-
pability, together with the ability to capture long-range dependen-
cies [8] makes it plausible to use a multi-page review protocol as
context for zero-shot document classification [13].

Theworkmost closely related to ours is a recent study by Pai et al.
[50] of prompted LLMs applied to three TREC Legal Track topics
[22]. This study compared several commercial and open-source
LLMs, and explored a variety of prompt engineering and refinement
approaches for improving effectiveness. The most interesting result
was that human subject matter experts in a blind study preferred
LLM-based explanations of responsive decisions over those of a
separate human subject matter expert. However, in contrast to our
study, the tasks used were simulated, the techniques investigated
required the use of coded training examples, and there was no
evaluation of human versus LLM-based review against a common
standard.

Baron et al. [4] investigated the application of a prompt-based
LLM (GPT 3.5) to determine whether government records could
be withheld under a deliberative process privilege exception to the
US Freedom of Information Act. This task is recall-oriented and is
similar to privilege review in eDiscovery. The authors found LLM-
based predictions to have similar effectiveness to those produced by
classifiers trained by supervised learning, when bothwere evaluated
against a common expert standard.

A group of researchers from eleven institutions examined the
prospects for using LLMs to replace manual review in producing
labeled data sets for evaluating information retrieval systems [18].
Both an extensive literature review and a pilot study were con-
ducted. The pilot study found only fair agreement (Cohen’s 𝜅=0.26)
between human and LLM-based labels. However, the focus was
on high precision information retrieval tasks, rather than high re-
call ones. Prompting also used the short topic descriptions typical
of information retrieval test collections, rather than the extensive
rubrics used in document review. Arguments were presented both
for and against the use of LLMs for this purpose, as well discus-
sions of a number of ways in which human and LLM-based coding
decisions can be combined.

A number of studies have investigated the promise [24, 38, 62]
or threat [56, 58] of LLMs replacing, impersonating, or augmenting
human crowdsourced workers. He, et al. found that using GPT 3.5
to provide ground truth labels training downstream NLP systems
compared favorably with crowdsourced annotation [24]. This is
somewhat analogous to our comparison of LLMs with 1L reviewers,
but the coding decisions in this case affect real-world tasks only
indirectly, through their role as training data. The stakes are higher
for 1L review, in that coding decisions themselves are considered
legal judgments, and 1L reviewers are acting as attorneys with
responsibilities to the legal system.

4 AN LLM-BASED REVIEW PROTOTYPE
Wedeveloped an LLM-based prototype review architecture based on
accessing GPT-4 via the Azure OpenAI ChatCompletion endpoint
(version 0314) [46]. Our main criteria for selecting GPT-4 (versus
other choices of LLMs) was its availability for commercial use. This
was important both because our experiment was in the context
of a commercial litigation, and because our study was part of the
development process for a commercial product.

During the course of our study, OpenAI released GPT-4 Turbo
[47]. GPT-4 Turbo has more recent training data than GPT-4, is
claimed to have a stronger ability to follow instructions, is substan-
tially less expensive per API call, and has other improvements. Our
experiments (Section 5) therefore evaluated the use of GPT-4 Turbo
as well, using the same architecture and prompting strategy used
with GPT-4.

4.1 Workflow
Figure 1 compares the workflow for using our prototype with that
of typical first level review. In both cases, senior attorneys produce a
review protocol which is used to guide the review of each document.
In our LLM-based prototype, information from the review protocol
is used to create a prompt (see next section) which describes how
to review a document. The same prompt is used for all documents.
This prompt is combined with each individual document and sent
to the LLM one at a time for inference. The resulting completions
are saved alongside the document in a document review platform,
which enables senior attorneys to review the results.

4.2 Prompt Generation
The prompt is generated by extracting selected sections from the
review protocol and injecting them into a prompt template that
includes additional instructions to the LLM [12, 51]. The pertinent
sections of the review protocol include the description of respon-
siveness, identification of relevant entities and terms, as well as
descriptions of subcategories ("issues") that comprise the legal mat-
ter. By contrast, sections on attorney-client privilege and redaction
of PII are not included. While human attorneys can easily ignore
such information in making their responsiveness assessments, su-
perfluous information is likely to harm LLM assessments.

Our template first instructs the model to identify citations from
the document that might suggest it is responsive, and to explain
its reasoning both for and against a prediction of responsiveness.
These requirements instruct the LLM to ground the inference based
on chain-of-thought [59] and provide evidence to establish trust
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Figure 1: Parallel workflows of a standard manual document review compared to the system pipeline of the GPT-4 document
review.

Table 1: GPT-4 scoring rubric

Score Description
-1 Fallback score for undefined errors
0 Not enough information to score
1 Not Responsive
2 Borderline Responsive
3 Responsive
4 Very Responsive

from users [32]. Finally, the prompt instructs the LLM to provide
an ordinal score between -1 and 4 to indicate the degree of respon-
siveness of the document. This rubric-based classification is similar
to other multi-class classification prompts [46].

Our use of an ordinal scoring rubric in the prompt allows the
model to provide a prediction of the strength of responsiveness in
a way that is easily understood. In order to integrate the model’s
outputs with other software components, we prompt the LLM to
return its predictions using JSON formatting.

5 EXPERIMENTAL PROTOCOL
5.1 Dataset
We report a test of our LLM-based review prototype in support
of the review of documents for responsiveness in a lawsuit in the
United States. The ability to conduct a test during an active liti-
gation provided the most realistic assessment possible, but also
imposed a number of constraints on us, most notably limitations on
the amount of ground truth data available for evaluation. The pop-
ulation of documents to review was hosted in a workspace within
a commercial review platform. For our study, we omitted those
documents that were not amenable to language-based analysis (e.g.,
image files), resulting in a test collection of 133,638 documents.

The constraints of the litigation do not allow us to share this data
publicly.

5.2 1L Review as a Classifier
First level review in this legal matter involved contract attorneys
coding documents for responsiveness using a three-level ordinal
scheme: Key (highly responsive), Responsive, or Not Responsive.
The legal service provider followed their usual quality control pro-
cedures for litigation coding. These procedures involve double-
checking of some fraction of contract attorney decisions by more
experienced contract attorneys, with guidance from senior attor-
neys as necessary. In addition to the first level review of interest in
this study, reviewers also carried out other tasks not studied here,
such as coding for issues and attorney-client privilege. We do not
study this additional coding.

This manual first level review served as the baseline "classifier"
in our study. To support evaluation using binary classification ef-
fectiveness measures, ordinal level Not Responsive was treated as a
prediction that a document was not responsive, and ordinal levels
Key and Responsive were both treated as predictions that a docu-
ment was responsive.

5.3 LLM-Based Classifiers
We used GPT-4 and GPT-4 Turbo to produce an ordinal predic-
tion for each document in our Phase 1 sample (Section 5.6). For
evaluation using binary classification effectiveness measures, we
converted the ordinal predictions from both the GPT-based systems
and manual 1L review to binary classifications for responsiveness.
GPT-based ordinal prediction levels {0,1} were treated as a predic-
tion that the document was not responsive, and levels {2,3,4} as a
prediction that the document was responsive.

Our LLM-based prototype was guided by a prompt produced
from the review protocol as discussed in Section 4. As is typical in
legal matters, both the 1L review attorneys and the senior attorneys
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learned a great deal about the collected documents and the facts of
the case during the review process. However, in order to provide a
conservative evaluation of the capabilities of our prototype versus
1L review, we based our prompt only on the initial review protocol
produced by the senior attorneys. Therefore, unlike the 1L review
team, our system did not benefit from learning about the case as
the review progressed.

5.4 Gold Standard
Both 1L review and our LLM-based classifierswere evaluated against
a gold standard (set of assumed correct coding decisions) based
on labeling of a random sample (Section 5.6) of documents by the
senior attorneys on the case. We refer to this as second level (2L)
review in this study, though it was not the formal 2L review for
the actual litigation. In producing this gold standard, the senior
attorneys had access to 1L review decisions, GPT-4 output, the doc-
ument itself, the rubric, and their additional knowledge of the case.
This means the gold standard was not produced blindly, but was
produced in the mode that senior attorneys who must sign off on
the case legally operate: as the final arbiters of any disagreements
about responsiveness.

5.5 Effectiveness Measures
We evaluated manual 1L review and the two GPT-based reviews
using estimated values of standard information retrieval metrics:

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

𝐹𝛽 =
(1 + 𝛽2)𝑇𝑃

(1 + 𝛽2)𝑇𝑃 + (𝛽2)𝐹𝑁 + 𝐹𝑃

where𝑇𝑃 is the number of true positive predictions, 𝐹𝑁 is the num-
ber of false negative predictions, 𝐹𝑃 is the number of false positive
predictions, 𝑅 is recall, 𝑃 is precision, and 𝐹𝛽 is Van Rijsbergen’s
F-measure [55]. The value 𝛽 may be chosen between 0 and infinity
to adjust the weight the measure puts on recall versus precision.

Note that the true values of the effectiveness measures are un-
known in our experiments, since we do not have gold standard
coding for the full collection. We instead estimate these values us-
ing a gold-coded random sample, as is common in practice when
supervised-learning based systems are used in eDiscovery.

At the time our random sample was drawn, 15104 of the 133683
documents in our collection had not received a 1L review decision.
For the purpose of comparing GPT-based reviews to 1L review,
we use estimates of effectiveness on the 118534 documents that
had received 1L review at the time of sampling. For the purpose of
comparing GPT-4 and GPT-4 Turbo to each other, we also compute
estimates of effectiveness on the complete collection.

5.6 Random Sampling
Cost, in terms of both resource availability and attorney time during
an active litigation, were major limiting factors in our evaluation.
We had a limited budget for calls to GPT-4 at the time of evaluation,
so running it on the entire collection was not possible. In addition,

Table 2: File type breakdown of Phase 1 sample

File Type Count
email 1954
pdf 564

spreadsheet 370
document 315
slides 294
image 26

plaintext 11
html 9

diagram 3
video 2

calendar 2

the senior attorneys in the case were willing to code only 500-
600 documents for use as a gold standard. A further complexity,
common in eDiscovery data sets, was the presence of duplicate
documents.

To reduce uncertainty in our estimates, we adopted a sampling
strategy that leveraged the classifiers being evaluated. We split our
collection into four strata (K, R, N, and U) based on the category
assigned during 1L review (U corresponds to the documents that
had not gotten 1L review at the time of sampling). Within each
stratum we then used double sampling for stratification [40, Section
12.2]. Briefly, this sampling method works as follows:

(1) A relatively large random sample of units (the Phase 1
sample) is taken from a population.

(2) A cheap (though not free) attribute is measured for each
unit in the Phase 1 sample.

(3) The Phase 1 sample is stratified on the measured attribute.
(4) A Phase 2 stratified sample is drawn from the Phase 1 sam-

ple and coded for the expensive attribute that is actually of
interest.

Double sampling has been used, for instance, in evaluating medical
tests (e.g., a cheap existing test or patient information is used in
stratification for evaluation of a new, more expensive test) [7], in
survey research (e.g., a mail survey or demographic information
is used in stratifying people for phone interviews) [25], and in
environmental studies and natural resource management [5, 23, 61].

For us, the Phase 1 sample was itself a stratified sample [40,
Chapter 3], in that we chose a separate Phase 1 subsample from each
top-level stratum, and thus repeated the double sampling process
four times. Each Phase 1 subsample was a simple random sample
without replacement (SRSWOR) cluster sample [40, Chapter 5]. By
cluster sample, we mean that the stratum was treated not as a set
of documents, but as a set of clusters, which for us were groups of
duplicate documents determined by cryptographic file hashes. This
follows the eDiscovery practice of reviewing duplicate documents
together. The “cheap” attribute computed for each document in
the Phase 1 sample and used for second level stratification was the
binary output of our GPT-4 based classifier. It imposed a further
2-way stratification within each top level stratum.

A SRSWOR cluster sample was then chosen from each of the
resulting 8 substrata and sent for 2L coding by senior attorneys.
This resulted in a total of 547 documents getting 2L review. The
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counts for strata, Phase 1 samples, and Phase 2 samples are shown
in Table 3. The sizes of Phase 1 and Phase 2 samples were chosen
based on projections of the relative proportions of 2L Responsive
in top level strata, but no formal optimal allocation of the sampling
budget to substrata was done.

As in many complex sampling exercises in operational settings,
there were a number of small deviations from our formal sampling
design:

• We ran our GPT-4 based prototype on batches of roughly
320 documents for each stratum until our target number
of positive and negative predictions for that stratum was
reached. This termination procedure in theory introduces a
small upward bias in the proportion of the minority GPT-4
prediction in a stratum [19].

• For the K stratum, a bug resulted in ending first level sam-
pling after only 74 rather than 80 negative GPT-4 predic-
tions.

• For a small number of documents the GPT-4 call failed,
and this was not noticed until later in our analysis. Fail-
ures did not appear to be related to document content. In
cases where one or more duplicates of the document were
included in the sample, we imputed a GPT-4 label by select-
ing a label at random from the duplicates for which the call
succeeded. When no duplicate was available, we dropped
the document from our analysis.

• For 3 documents, we did not receive 2L coding decisions
from the senior attorneys. In two cases a duplicate that did
receive a 2L label was present in the sample, so we imputed
the missing value by copying its duplicate’s label. The third
document was dropped from the analysis.

Given the small proportion of documents involved, we do not be-
lieve these significantly affected our results.

We stress that the double sampling scheme used in this paper
was driven by the limited budget of GPT4 calls available at the
time of our experiment. A full LLM-based review of a document
population could be evaluated by using the same industry methods
applied to manual and supervised-learning based review.

5.7 Estimation
Point estimates of the population contingency table quantities (e.g.,
true positives, false positives, etc.) were produced for each classi-
fier by summing stratum level estimates, with each stratum level
estimate produced using the double expansion estimator (DEE) [40,
Section 12.2]:

�̂� · ·𝑢 =
©«

∑︁
ℎ∈{𝐾,𝑅,𝑁 ,𝑈 }

�̂�ℎ ·𝑢
ª®¬ =

∑︁
ℎ∈{𝐾,𝑅,𝑁 ,𝑈 }

©«
∑︁

𝑠∈{𝑅,𝑈 }
𝑁ℎ

𝑛ℎ𝑠

𝑛ℎ

𝑚ℎ𝑠𝑢

𝑚ℎ𝑠

ª®¬
Here,

• �̂� · ·𝑢 is our estimate of the number of members of class 𝑢
in the population (e.g., estimated number of true positives),
with �̂�ℎ ·𝑢 the stratum-level estimate

• 𝑁ℎ is the number of documents in stratum ℎ

• 𝑛ℎ is the size of the Phase 1 sample from stratum ℎ, and 𝑛ℎ𝑠
the number of members of substratum 𝑠 in that sample

• 𝑚ℎ𝑠 is the size of the Phase 2 sample from substratum ℎ𝑠 ,
and 𝑚ℎ𝑠𝑢 the number of documents from class 𝑢 in that
sample

Point estimates of the effectiveness measures were then pro-
duced using the combined ratio estimator [40, Section 4.5], which
simply plugs the population contingency table estimates into the
effectiveness measure definitions.

6 RESULTS AND DISCUSSION
Table 4 shows our sample-based point estimates of recall, precision,
and 𝐹1 (F-measurewith 𝛽 = 1), corresponding to the harmonicmean
of recall and precision. Results both with (K, R, N, U) and without
(K, R, N) documents lacking first level review are shown; differences
are slight. Our core result is that our LLM-based prototypes are
capable of achieving high recall and acceptable precision with the
review protocol as the only case-specific information used.

The 𝐹1 measure, which gives recall and precision equal weight,
shows the LLM-based methods having slightly higher effectiveness
than 1L review, with the GPT-4 prototype slightly outperforming
GPT-4T. If higher weight was put on recall, the performance dif-
ference would be even larger, though there is no exact translation
from the desirable eDiscovery recall levels to values of 𝛽 for 𝐹𝛽 .

When 1L review and the GPT predictions agreed, the gold stan-
dard almost always agreed as well (compare R vs. N values in
Table 3). When the two disagreed, the gold standard split roughly
evenly between the two classes. While in this study 1L review had
high precision and comparatively low recall, this is not the case
with all 1L review. We also stress that this result in no way indicates
that the production of responsive documents in this particular legal
matter was inadequate, since a variety of quality control procedures
were applied subsequent to 1L review.

The very high recall achieved by the GPT-4 prototype was ar-
guably overkill. In general, 70-85% recall is considered to meet
requirements of reasonableness and proportionality, at least in
civil litigation in the United States.5 The GPT-4 Turbo prototype
achieved defensible recall of 89% while also slightly outperforming
the GPT-4 prototype’s precision.

7 LIMITATIONS AND FUTURE DIRECTIONS
As discussed above, our prototypes achieved recall higher than
necessary. We expect that with tuning of our prompting strategy
we can achieve substantial improvements in precision (and thus
lower costs for QC and second level review) while maintaining
acceptable recall levels.

The approach used in our prototypes require that determina-
tion of responsiveness can be made for each document based on

5See Fed. R. Civ. P. 26(b)(1) (scope of discovery includes relevant material with con-
sideration for “whether the burden or expense of the proposed discovery outweighs
its likely benefit”); Fed. R. Civ. P. 26(g) (attorneys must make reasonable inquiry to
completeness and correctness of disclosures); Lawson v. Spirit AeroSystems, Inc., No.
18-1100-EFM-ADM, 2020WL 1813395 (D. Kan. April 9, 2020) (85% recall was reasonable
and typical for TAR, and where defendant agreed to 80% recall after initial results
under 70%); In re Diisocyanates Antitrust Litig., No. MC 18-1001, MDL No. 2862, 2021
WL 4295729 (W.D. Pa. Aug. 23, 2021), adopted by In re Diisocyanates, 2021 WL 4295719
(W.D. Pa. Sept. 21, 2021) (where parties agreed 70-80% recall was generally acceptable,
Special Master held results ranging from 74-89% were reasonable, though required
additional review and production based on other considerations).

©Relativity ODA LLC, 2024



Beyond the Bar: Generative AI as a Transformative Component in Legal Document Review

Table 3: Sizes of first level strata (based on 1L review), Phase 1 samples from first level strata, and Phase 2 samples from Phase
1 samples. We show counts of GPT-4 predictions bucketed into Responsive (R) and Not Responsive (N), and similarly show
bucketing of 2L review coding decisions into those two buckets.

GPT-4 GPT-4 Turbo
1L Stratum Phase 1 GPT-4 Phase 2 2L Phase 1 GPT-4 Turbo Phase 2 2L

Coding Size Sample Prediction Sample Label Sample Prediction Sample Label
Key 9204 1599 R: 1524 103 R: 84 1595 R: 1337 109 R: 90

N: 19 N: 19
N: 75 74 R: 33 N: 258 68 R: 27

N: 41 N: 41
Responsive 22851 1003 R: 953 59 R: 57 982 R: 871 70 R: 67

N: 2 N: 3
N: 50 48 R: 29 N: 111 37 R: 19

N: 19 N: 18
Not Responsive 86479 432 R: 274 90 R: 38 311 R: 160 80 R: 33

N: 52 N: 47
N: 158 90 R: 3 N: 151 97 R: 8

N: 87 N: 89
Uncoded 15104 311 R: 266 43 R: 23 310 R: 225 42 R: 22

N: 20 N: 20
N: 45 40 R: 1 N: 85 41 R: 2

N: 39 N: 39
Total 133638 3345 3345 547 547 3198 3198 544 544

Table 4: Effectiveness of 1L review and our prototype review.
Distribution of phase I and II sample in 2-way and 3-way
partitions; K: key and responsive, R: responsive, N: not re-
sponsive, U: not coded or needs further review.

Population Classifier Recall Precision 𝐹1
K,R,N 1L review 0.55 0.91 0.68

GPT-4 0.96 0.60 0.74
GPT-4 Turbo 0.89 0.61 0.72

K,R,N,U GPT-4 0.97 0.59 0.73
GPT-4 Turbo 0.90 0.60 0.72

its content only, without reference to other documents or infor-
mation. This is the setting in which technology-assisted review is
typically applied as well, with aspects of responsiveness requiring
information outside the “four corners” of the document handled by
a separate workflow.

Our approach also assumes that the review protocol is not too
long. While usable context lengths have been rapidly growing in
LLMs, too long a prompt can potentially cause effects similar to the
observed sensitivity of results to the example ordering in in-context
learning [41].

Our prototypes, unlike human 1L reviewers, do not learn from se-
nior attorney feedback as the review progresses. Such feedback can
take the form of modifications to the review protocol, guidance on
particular classes of examples conveyed in natural language, and/or
corrections to 1L review decisions. An updated review protocol can
naturally be accommodated in our approach, as can senior attor-
ney comments. Feedback in the form of corrected review decisions

would enable the use of few-shot learning, where labeled data can
be used to automatically improve a prompt [39]. Another approach
would be to pair in-context learning with Retrieval Augmented
Generation (RAG) [37] and a knowledge base that is built from the
review population.

Rather than simply accepting whatever feedback senior attor-
neys spontaneously provide, particular types of feedback could be
sought through traditional active learning (eliciting labeled exam-
ples) or active approaches to eliciting text to add to prompts.

8 RESPONSIBLE AI CONSIDERATIONS
A number of problematic characteristics of LLM-based systems and
generative AI in general have been identified [9]. Of most concern
in our document review application are hallucinations [28, 43] and
generative bias [54]:

• Hallucinations: Our prototype provides explanations for its
responsiveness determinations. These explanations could
include pointers to passages that do not actually exist in
the document, or “reasoning” that is backed by hallucinated
“facts”.

• Bias: Language models trained from large corpora may
reflect social biases in their training data [6, 26, 35, 44], in-
cluding biases around gender, race, religion, disability, and
other characteristics of people. Such biases could in theory
affect both the ordinal rating assigned by our system to
a document, as well as the explanations provided for that
rating. If the score of the model is used to prioritize or filter
which documents are reviewed, there is a risk of finding
or failing to find relevant information to incriminate or
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exonerate individuals or groups on the basis of their lan-
guage patterns. Considering that the information retrieved
by eDiscovery software is used to inform decisions in both
criminal and civil investigations and litigations, there is
potential risk in these systems to disproportionately im-
pact the carriage and miscarriage of justice based on group
identity.

On the other hand, the document review context provides a
number of error correction processes that are not present in many
applications of generative AI. Foremost is the fact that a senior
attorney is always legally responsible for understanding the de-
tails of, and must attest in writing to, the adequacy of a document
production. They and their team are responsible for ensuring that
appropriate quality control procedures are in place to compensate
for errors and biases in human review. While failures in an initial
LLM-based review will likely be different from those in a first level
review by attorneys, many of the concerns are the same.

At a larger scale, the legal system as a whole has many rules
and procedures that may serve as safeguards for problems that
may arise within the discovery process, including court rules and
attorney rules of professional conduct. Legal teams are accustomed
to identifying deficiencies in their processes, and checking for defi-
ciencies in productions received from other parties. The adversarial
structure of the legal system in common law countries is based
on requiring defensible processes and providing recourse through
challenges when deficiencies are identified.

We are also actively developing additional technical mitigations
to some of these problems. For instance, citations generated by
the LLM as part of its chain-of-thought process may in turn be
externally validated, mitigating concerns about hallucinations.

Another social concern that has been raised is the impact of
AI deployment on employment in the legal profession [33]. Here,
the history of technology-assisted review is somewhat reassuring.
According to the American Bar Association’s Lawyer Population
Survey, over the two decades from 2000 - 2019 (inclusive), during
which eDiscovery technologies including supervised machine learn-
ing were increasingly deployed, the number of active attorneys in
the United States grew by nearly 30%. The trend was positive in
every year of that time period except the last one, 2019, which saw
a modest decline of 1.7% [1]. This suggests that, while AI’s potential
impact on demand for labor remains a subject of legitimate concern,
employment in the legal industry has historically been robust, with
new roles for attorneys in society continually emerging.

9 CONCLUSION
In this work, we examined a method for guiding the technological
assessment of documents for responsiveness to a request for pro-
duction in civil litigation (eDiscovery). By pairing large language
models with a set of instructions that one would normally have
given to human reviewers (the review protocol), we have removed
the need for substantial matter-specific labeling of training data by
attorneys.

We conducted an experiment on a live production system and
found that a review protocol-instructed language model achieves
recall of 96% with precision of 60%, as evaluated on the 2L expert
reviewer judgments. In comparison, the 1L human reviewer (also

evaluated on 2L judgments) achieved higher precision (91%) but
much lower recall (54%). Typically, at least 70-80% recall is accepted
by the courts, which suggests that protocol-instructed LLMs are
well-situated to meet one’s legal obligations.

Overall, the outcomes underline promising potentials for adopt-
ing GPT-4 to enhance the course of eDiscovery by assisting legal
teams to expedite document review tasks.
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